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ABSTRACT

There are two major ways of selling impressions in display advertising. They are either sold in spot through auction mechanisms or in advance via guaranteed contracts. The former has achieved a significant automation via real-time bidding (RTB); however, the latter is still mainly done over the counter through direct sales. This paper proposes a mathematical model that allocates and prices the future impressions between real-time auctions and guaranteed contracts. Under conventional economic assumptions, our model shows that the two ways can be seamless combined programmatically and the publisher’s revenue can be maximized via price discrimination and optimal allocation. We consider advertisers are risk-averse, and they would be willing to purchase guaranteed impressions if the total costs are less than their private values. We also consider that an advertiser’s purchase behavior can be affected by both the guaranteed price and the time interval between the purchase time and the impression delivery date. Our solution suggests an optimal percentage of future impressions to sell in advance and provides an explicit formula to calculate at what prices to sell. We find that the optimal guaranteed prices are dynamic and are non-decreasing over time. We evaluate our method with RTB datasets and find that the model adopts different strategies in allocation and pricing according to the level of competition. From the experiments we find that, in a less competitive market, lower prices of the guaranteed contracts will encourage the purchase in advance and the revenue gain is mainly contributed by the increased competition in future RTB. In a highly competitive market, advertisers are more willing to purchase the guaranteed contracts and thus higher prices are expected. The revenue gain is largely contributed by the guaranteed selling.

1. INTRODUCTION

Over the last few years, the demand for automation, integration and optimization has been the key driver for making online advertising one of the fastest advancing industries. In display advertising, a significant development is the emergence of real-time bidding (RTB), which allows buying and selling display impressions in real-time and even a single impression at a time [19, 32]. Yet, despite the strong growth of RTB, according to [16], 75% of publishers’ revenue in 2012 still came from 20% guaranteed inventories, which were mainly sold through direct sales by negotiation. Guaranteed inventories stand for guaranteed contracts sold by top tier websites. Generally, they are: highly viewable because of good position and size; rich in the first-party data (publishers’ user interest database) for behavior targeting; flexible in format, size, device, etc.; audited content for brand safety. Therefore, it is not surprising that guaranteed inventories are normally sold in bulk at high prices in advance than those sold on the spot market.

Programmatic guarantee (PG), sometimes called programmatic reserve/premium [14, 24], is a new concept that has gained much attention recently. Notable examples of some early services on the market are iSocket.com, BuySellAds.com and ShinyAds.com. It is essentially an allocation and pricing engine for publishers or supply-side platforms (SSPs) that brings the automation into the selling of guaranteed inventories apart from RTB. Figure 1 illustrates how PG works for a publisher (or SSP) in display advertising. For a specific ad slot (or user tag), the estimated total impressions in a future period can be evaluated and allocated algorithmically at the present time between the guaranteed market and the spot market. Impressions in the former are sold in advance via guaranteed contracts until the delivery date while in the latter are auctioned off in RTB. Unlike the traditional way of selling guaranteed contracts, there is no negotiation process between publisher and advertiser. The guaranteed price (i.e., the fixed per impression price) will be listed in ad exchanges dynamically like the posted stock price in financial exchanges. Advertisers or demand-side platforms (DSPs) can see a guaranteed price at a time, monitor the price changes over time and purchase the needed impressions directly at the corresponding guaranteed prices a few days, weeks or months earlier before the delivery date.

Developing a revenue maximization model for the programmatic guarantee is sophisticated and challenging. We need to solve the problem of selling unstorable impressions in advance. Similar problems have been studied in many other industries. Examples include retailers selling fashion and seasonal goods and airline companies selling flight tickets [29]. However, in display advertising, impressions are with uncertain salvage values because they can be auctioned off in real-time on the delivery date. The combination with RTB makes our work interesting and novel.

Several economic assumptions are made in our study. We consider that future supply and demand of impressions from an ad slot (or user tag) can be well estimated and assume that advertisers’ purchase behavior of guaranteed contracts are determined by both the guaranteed price and the time
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1 Group of ad slots which target specific types of users.
Figure 1: A systematic view of programmatic guarantee (PG) in display advertising: \([t_0, t_n]\) is the time period to sell the guaranteed impressions that will be created in future period \([t_n, t_{n+1}]\).

interval between the purchase time and the impression delivery date. For RTB, we consider the seal-bid second price auction and discuss both probabilistic and empirical distributions of advertisers’ bids. Under the above assumptions, we develop an algorithmic framework that gives out a functional form of the dynamic optimal price and computes the optimal amount of future impressions to sell in advance.

We evaluate our development with two RTB datasets. Advertisers bidding behaviors in RTB are investigated and we find that the developed model adopts different strategies in pricing and allocating impressions according to the level of competition on the spot market. If the spot market in future is less competitive, a small amount of impressions would be sold via guaranteed contracts at low prices. The maximized revenue is mainly contributed by the spot market because there is a significant growth in the expected price of auctions in the future. In a highly competitive market, the model allocates more future impressions into guaranteed contracts at high prices and the maximized revenue mainly comes from the guaranteed selling. Under either situation, the revenue can be maximized successfully.

The rest of the paper is organized as follows. Section 2 reviews the related work. In Section 3, we formulate the problem, discuss our assumptions and provide a solution. Section 4 presents the results of our experimental evaluation and Section 5 concludes the paper.

2. RELATED WORK

In online advertising, revenue maximization is always the key issue for publishers, search engines and SSPs. Various attempts have been made to address this challenge, including inventory management and allocation [7, 27, 26], ads selection and matching [8, 9, 31], reserve price optimization [25, 15] and advertising ratio control [13] etc. In this section we review the related work on guaranteed delivery.

In [17], an ads selection and matching algorithm is studied where a publisher’s objective is not only to fulfill the guaranteed contracts but also to deliver well-targeted impressions to advertisers. The allocation of impressions between guaranteed and non-guaranteed channels is discussed by [18], where a publisher is considered to act as a bidder and to bid for guaranteed contracts. A good property of this setting is that the publisher acts as a bidder would possibly allocate impressions to online auctions only when the winning bids are high enough. The same allocation problem is discussed in [4] by using stochastic control models. For a given impression price, the publisher decides whether to send it to ad exchanges or to assign it to an advertiser with a fixed price. The total revenue from ad exchanges and reservations are then maximized. The work of [27] considers a similar framework to [4], where the publisher can dynamically select which guaranteed buy requests to accept and then delivers the guaranteed impressions. Compared to [4], the uncertainty in advertisers’ buy requests and the traffic of website are explicitly modeled in revenue maximization.

We evaluate our development with two RTB datasets. Advertisers bidding behaviors in RTB are investigated and we find that the developed model adopts different strategies in pricing and allocating impressions according to the level of competition on the spot market. If the spot market in future is less competitive, a small amount of impressions would be sold via guaranteed contracts at low prices. The maximized revenue is mainly contributed by the spot market because there is a significant growth in the expected price of auctions in the future. In a highly competitive market, the model allocates more future impressions into guaranteed contracts at high prices and the maximized revenue mainly comes from the guaranteed selling. Under either situation, the revenue can be maximized successfully.

The rest of the paper is organized as follows. Section 2 reviews the related work. In Section 3, we formulate the problem, discuss our assumptions and provide a solution. Section 4 presents the results of our experimental evaluation and Section 5 concludes the paper.

Table 1: Summary of key notations and terminology.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(t_0, t_n)</td>
<td>The discrete time points: ([t_0, t_n]) is the period to sell the guaranteed impressions; ([t_n, t_{n+1}]) is the period that the estimated impressions should be created, auctioned off (in RTB) and delivered.</td>
</tr>
<tr>
<td>(t \in [0, T])</td>
<td>The continuous time where (t_0 = 0, t_n = T).</td>
</tr>
<tr>
<td>(\tau)</td>
<td>The remaining time to the impression delivery period and (\tau = T - t \in [0, T]).</td>
</tr>
<tr>
<td>(Q)</td>
<td>The estimated number of total demanded impressions for the ad slot in ([t_n, t_{n+1}]).</td>
</tr>
<tr>
<td>(S)</td>
<td>The estimated number of total supplied impressions for the ad slot in ([t_n, t_{n+1}]).</td>
</tr>
<tr>
<td>(p(t))</td>
<td>The guaranteed price to sell an impression when the remaining time till the delivery period is (t).</td>
</tr>
<tr>
<td>(\theta(t, p(t)))</td>
<td>The proportion of those who want to buy an impression in advance at (t) and at (p(t)).</td>
</tr>
<tr>
<td>(f(t))</td>
<td>The density function so that the number of those who want to buy impressions in ([t + \tau - \delta t, t]) is (f(t)dt).</td>
</tr>
<tr>
<td>(\omega)</td>
<td>The probability that the publisher fails to deliver a guaranteed impression in the delivery period.</td>
</tr>
<tr>
<td>(\kappa)</td>
<td>The number of advertisers who need an impression in RTB, also called the per impression demand.</td>
</tr>
<tr>
<td>(\phi(\xi))</td>
<td>The expected payment price of an impression in RTB for the given demand level (\xi).</td>
</tr>
<tr>
<td>(\psi(\xi))</td>
<td>The expected risk of an impression in RTB for the given demand level (\xi).</td>
</tr>
<tr>
<td>(\lambda)</td>
<td>The level of risk aversion for advertisers.</td>
</tr>
<tr>
<td>(\pi(\xi))</td>
<td>The expected winning bid of an impression in RTB for the given demand level (\xi).</td>
</tr>
</tbody>
</table>
3. THE MODEL

Consider there is a premium ad slot on a publisher’s webpage. If there is a user comes to this webpage, the ad slot can generate a chance of ad view, usually referred to as an impression. In RTB, an impression is auctioned off simultaneously once a user comes and the winning bidder (i.e., the advertiser) has his ad displayed to the user [19, 32]. Suppose that the publisher can estimate supply and demand of impressions from an ad slot (or user tag) from historical transactions and plan to sell some of the future impressions via guaranteed contracts in advance in order to maximize the revenue. We consider an environment that is risk-averse and both publisher and advertiser make their strategies by maximizing their expected utilities [5]. In other words, the advertiser is willing to pay a higher price for a fixed number of future impressions if the delivery is guaranteed. This gives the publishers an additional possibility of increasing their revenue by pre-selling some future impressions, apart from the price discrimination over time.

3.1 Problem Formulation

The optimization problem can be expressed as

\[
\begin{align*}
\max & \quad \int_0^T (1 - \omega \kappa) p(\tau) \theta(\tau, p(\tau)) f(\tau) d\tau \\
G & = \text{Expected total revenue from guaranteed selling minus expected penalty of failing to delivery} \\
+ & \left( S - \int_0^T \theta(\tau, p(\tau)) f(\tau) d\tau \right) \phi(\xi) \\
H & = \text{Expected total revenue from RTB}
\end{align*}
\]

s.t. \( p(0) = \begin{cases} \phi(\xi) + \lambda \psi(\xi), & \text{if } \pi(\xi) \geq \phi(\xi) + \lambda \psi(\xi) \\ \pi(\xi), & \text{if } \pi(\xi) < \phi(\xi) + \lambda \psi(\xi) \end{cases} \),

where

\[
\xi = \text{Remaining demand in } [t_n, t_{n+1}] \\
\phi(\xi) = \text{Remaining supply in } [t_n, t_{n+1}] = \frac{Q - \int_0^T \theta(\tau, p(\tau)) f(\tau) d\tau}{S - \int_0^T \theta(\tau, p(\tau)) f(\tau) d\tau}
\]

The notations are given in Table 1. The publisher’s expected total revenue contains: the expected revenue from guaranteed impressions sold during \([0, T]\); the expected penalty of failing to delivery guaranteed impressions in \([t_n, t_{n+1}]\); the expected revenue from RTB in \([t_n, t_{n+1}]\); and the price constraint that ensures the advertisers’ willingness to buy guaranteed impressions. Eq. (2) shows that an advertiser’s decision of buying either a guaranteed or non-guaranteed impression depends on the expected payment price and his level of risk-aversion. For simplicity and without loss of generality, we consider each guaranteed impressions as a single guaranteed contract, where in practice this settings can be extended to a bulk sale.

The solution to the above optimization problem appears a bit complicated as it needs to answer how many future impressions to sell and at what prices to sell. Before discussing the solution, we need to make several assumptions, such as the distribution of bids in RTB and the advertisers’ purchase behavior in advance.

3.2 Distribution of Bids in RTB

Advertisers bid for individual impressions separately in RTB [19, 32]. Therefore, we consider the following second-price auction: for a single impression from a specific ad slot (or user tag), advertisers submit sealed bids to the publisher (or SSP), and the highest bidder wins the impression but pays the second highest bid (i.e., bid at their private values). We adopt the in probabilistic method; therefore, advertisers would truthfully bid (i.e, bid at their private values). We can check if bids follow the log-normal distribution, denoted by \(LN(\mu, \sigma^2)\). If bids do not follow the log-normal distribution, we refer to an empirical method to compute \(\phi(\xi)\) numerically because the values of \(g\) and \(\chi(\epsilon)\) are not limited.

Algorithm 1 Estimate \(\phi(\xi)\) by using the robust locally weighted regression (RLWR) method [11].

```
function RLWRsolve(\(\hat{\phi}(\xi)\), \(\hat{\phi}(\xi)\), \(j\) = 1, \(m\), \(\mu, \sigma^2\), \(x\), \(y\), \(\chi(\epsilon)\), \(\eta\) = 1, \(\xi\))
    \(\beta = \arg \min \sum_{j=1}^{m} \pi_j(\xi_\phi - \beta_0 - \beta_1 \xi_\phi - \cdots - \beta_d \xi_\phi)^2\)
    \(\omega = \sum_{k=0}^{d} \phi_k(\xi)^k\)
    \(\rho = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \frac{(y - \mu)^2}{\sigma^2}} dy\)
    \(\rho = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \frac{(y - \mu)^2}{\sigma^2}}\)
    \(\epsilon = \hat{\phi} - \hat{\phi}\), \(\chi(\epsilon) = \text{median}(1 | \epsilon |)\)
    for \(j = 1\) to \(m\) do
        \(\pi_j(\xi) = \left\{ \begin{array}{ll}
        (1 - \frac{\epsilon_j}{\rho})^2, & \text{if } | \epsilon_j | < \chi(\epsilon) \\
        0, & \text{if } | \epsilon_j | \geq \chi(\epsilon)
        \end{array} \right.\)
        \(\hat{\phi} = \sum_{j=1}^{m} \beta_j(\xi)^k\)
    end for
    return \(\phi(\xi) = \hat{\phi}(\xi)\)
end function
```

(3)

\[
\phi(\xi) = \int_0^\infty xz(\xi - 1)g(x)(1 - F(x))F(x)^{-2} dx
\]

where \(g(x)\) and \(F(x)\) are log-normal density and its cumulative distribution function, respectively, given by

\[
g(x) = \frac{1}{x \sigma \sqrt{2\pi}} e^{-\frac{(\ln(x) - \mu)^2}{2\sigma^2}}, \quad F(x) = \frac{1}{2} + \frac{1}{\sqrt{\pi}} \int_0^{\ln(x) - \mu} e^{-z^2} dz,
\]

so that \(\phi(\xi)\) represents the probability that if an advertiser is the second highest bidder, then one of the \(\xi - 1\) other advertisers must bid at least as much as he/she does and all of the \(\xi - 2\) other advertisers have to bid no more than he/she does. We can check if bids follow the log-normal distribution by Kolmogorov-Smirnov (K-S) [28] and Jarque-Bera (J-B) [21] statistics (see Table 6). Once the log-normal distribution is met, we can obtain \(\phi(\xi)\) numerically because the values of \(g(x)\) and \(F(x)\) in each integration increment can be calculated.

3.3 Risk Aversion and Purchase Behavior

Eq. (2) tells that at time \(T\) an advertiser’s decision between guaranteed and non-guaranteed channels are indifferent. In this paper, we do not model the advertisers’ arrival as a stochastic process [29], instead, we consider that the total demand for future impressions is deterministic but can be shift from future to present. The possibility of this shift is because advertisers are assumed to be risk-averse.

| Function RLWRsolve(\(\hat{\phi}(\xi)\), \(\hat{\phi}(\xi)\), \(j\) = 1, \(m\), \(\mu, \sigma^2\), \(x\), \(y\), \(\chi(\epsilon)\), \(\eta\) = 1, \(\xi\))
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(\beta = \arg \min \sum_{j=1}^{m} \pi_j(\xi_\phi - \beta_0 - \beta_1 \xi_\phi - \cdots - \beta_d \xi_\phi)^2)</td>
</tr>
<tr>
<td>(\omega = \sum_{k=0}^{d} \phi_k(\xi)^k)</td>
</tr>
<tr>
<td>(\rho = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} \frac{(y - \mu)^2}{\sigma^2}} dy)</td>
</tr>
<tr>
<td>(\epsilon = \hat{\phi} - \hat{\phi}), (\chi(\epsilon) = \text{median}(1</td>
</tr>
<tr>
<td>for (j = 1) to (m) do</td>
</tr>
</tbody>
</table>
| \(\pi_j(\xi) = \left\{ \begin{array}{ll}
        (1 - \frac{\epsilon_j}{\rho})^2, & \text{if } | \epsilon_j | < \chi(\epsilon) \\
        0, & \text{if } | \epsilon_j | \geq \chi(\epsilon)
        \end{array} \right.\) |
| end for |
| return \(\phi(\xi) = \hat{\phi}(\xi)\) |
| end function |
Algorithm 2 Solution to Eq. (1).

function PGSolver($\alpha, \beta, \zeta, \eta, \omega, \kappa, S, Q, T$)

$\tau \leftarrow \tau_{0}, ... , \tau_{n}, t_{0} = 0_{0}, ... , t_{n} = T$. $\tau_{t} \leftarrow T$, $m \leftarrow 500$.

loop $i \leftarrow 1$ to $m$

$\gamma_{i} \leftarrow \text{RandomNormal}([0, 1])$

$f^{\theta}(\tau, p(\tau)) \leftarrow \gamma_{S}$

$\lambda_{i} \leftarrow (Q - \gamma_{S})/(S - \gamma_{S})$

$H_{i} \leftarrow (1 - \gamma_{i})\delta(x_{i})$

$G_{i} \leftarrow 1 - \frac{\sin(p(\tau))}{\pi}$

$p_{i} \leftarrow \text{arg max}_{G_{i}}$

s.t. $\int_{0}^{T} \lambda_{i}(\theta(\tau, p(\tau)))d\tau = \gamma_{S}$.

$p(0) = \{0, 1\}$

$R_{i} \leftarrow \text{max} G_{i} + H_{i}$

end loop

$\gamma^{*} \leftarrow \text{arg max}_{\gamma_{i} \in [0, 1]} \{R_{1}, ..., R_{m}\}$

$p^{*} \leftarrow \text{arg max}_{p_{i} \in [0, 1]} \{R_{1}, ..., R_{m}\}$

return $\gamma^{*}, p^{*}$

end function

Under our risk aversion settings, $\pi(\xi)$ and $\psi(\xi)$ can be estimated by the RLWR method, and $\lambda$ can be set as any non-negative number. First, the estimation of $\pi(\xi)$ is as same as Algorithm 1 while we consider highest bids (per transaction) rather than payment prices (per transaction). Second, the estimation of $\psi(\xi)$ is slightly different. We compute a series of standard deviations of daily winning payment prices and use Algorithm 1 to compute $\psi(\xi)$ for the given demand level. Third, advertisers’ risk-averse preference are not same; therefore, $\lambda$ can be regarded as the average risk-aversion level of all advertisers or of key advertisers (per the former in the experiments). The larger $\lambda$ the more risk-averse advertisers. More detailed discussion about the estimation of $\pi(\xi), \psi(\xi)$ and $\lambda$ is given in Section 4.4.

Similar to flight tickets booking [1, 2, 22], we have the following two economic assumptions on demand:

A-1 Demand is negatively correlated with guaranteed price as advertisers would buy less impressions if price increases. Given $\tau$ and $0 \leq p_{1} \leq p_{2}$, then $\theta(\tau, p_{1}) \geq \theta(\tau, p_{2})$, subject to the boundary condition $\theta(\tau, 0) = 0$.

A-2 Demand is negatively correlated with the time interval between purchase and delivery because more advertisers’ would want to buy impressions when the delivery date is approaching. Given $p$ and $0 \leq \tau_{2} \leq \tau_{1}$, then $\theta(\tau_{2}, p) \geq \theta(\tau_{1}, p)$.

We adopt the functional forms of demand proposed by [1] (which are used in flight tickets booking):

$\theta(\tau, p(\tau)) = e^{-\alpha \beta \gamma(\tau - 1 + \beta)}$

$f(\tau) = \zeta e^{-\eta \tau}$,

where $\alpha$ is the level of price effect, $\beta$ and $\eta$ are the levels of time effect, and the demand density rises to a peak $\zeta$ on the delivery date. Therefore, $f(\tau)d\tau$ shows the number who would be willing to purchase in advance, and $\theta(\tau, p(\tau))$ represents the proportion of advertisers who want to purchase an impression in advance at $\tau$ and at $p(\tau)$.

3.4 Optimal Dynamic Prices

The optimization problem in Eq. (1) can be solved by Algorithm 2. We simulate many values of $\gamma_{i} \in [0, 1], i = 1, ... , m$. For each given $\gamma_{i}$, we solve the optimization problem in Eq. (6), find the optimal series of guaranteed prices and calculate the optimal total revenue $R_{i}$. Then, in the global comparison, we can find the optimal $\gamma^{*}$ that generates the maximum value of total revenue.

Let us discuss how to solve the optimization problem in Eq. (6). We consider the following Lagrangian:

$\mathcal{L}(\tilde{\lambda}, p(\tau)) = \int_{0}^{T} (1 - \omega \kappa)\theta(\tau, p(\tau))f(\tau)d\tau + \tilde{\lambda}(\gamma S - \int_{0}^{T} \theta(\tau, p(\tau))f(\tau)d\tau), \quad (9)$

where $\tilde{\lambda}$ is the Lagrange multiplier. The Euler-Lagrange condition is $\partial \mathcal{L}/\partial p = 0$. For $\tau \in [0, T]$, we have

$(1 - \omega \kappa)\theta(\tau, p(\tau)) + \left(1 - \omega \kappa\right)\theta(\tau, p(\tau) - \tilde{\lambda}) \frac{\partial \theta(\tau, p(\tau))}{\partial \psi(\tau, p(\tau))} = 0. \quad (10)$

Substituting Eq. (4) into Eq. (10) then gives the formula of the optimal guaranteed price:

$p(\tau) = \frac{\tilde{\lambda}}{1 - \omega \kappa} + \frac{1}{\alpha(1 + \beta \tau)}. \quad (11)$

Consider a small time step $d\tau$, then in $[0, 0 + d\tau]$, there are $\theta(0, 0)(f(0)d\tau)$ demand fulfilled. Therefore, we have

$\int_{0}^{T} \theta(\tau, p(\tau))f(\tau)d\tau = \gamma S - \int_{0}^{T} \theta(\tau, p(\tau))f(\tau)d\tau \quad (12)$

By substituting Eqs. (4)-(5) & (2) into Eq. (12), we have

$\gamma S - e^{-\alpha p(\tau)}e^{\alpha \lambda \beta \gamma(\tau - 1 + \beta)} - (\gamma S - e^{\alpha \lambda \beta \gamma(\tau - 1 + \beta)}) = 0. \quad (13)$

Eq. (13) shows that the value of $\tilde{\lambda}$ is dependent on $\gamma S$ and other parameters, however, the explicit solution of $\tilde{\lambda}$ cannot be deduced. We can approximate the value of $\tilde{\lambda}$ by using the numerical methods (e.g. the Newton-Raphson method) and rewrite Eq. (11) as follows

$p(\tau) = \frac{\tilde{\lambda}(\alpha, \beta, \gamma, \omega, \kappa, \lambda S)}{1 - \omega \kappa} + \frac{1}{\alpha(1 + \beta \tau)}. \quad (14)$

The notation $\tilde{\lambda}(\alpha, \beta, \gamma, \omega, \kappa, \lambda S)$ represents the dependency relationship among $\lambda$ and other parameters. Figure 2 gives a numerical investigation on the relationships between $p(\tau)$ and model parameters. Recall that in Eqs. (4)-(5) a large value of $\alpha$ means advertisers are price sensitive; therefore, $p(\tau)$ decreases if $\alpha$ increases. Similar negative correlations are with $\beta$ and $\gamma$. These two parameters describe the time effect on advertisers’ willingness to purchase. The model thus encourages advertisers to purchase in advance by selling guaranteed contracts at low prices. Conversely, the optimal price is positively correlated with $\zeta$ because the parameter shows the maximum number of advertisers that would be willing to buy guaranteed impressions at a time point. More advertisers means more competition; therefore, more advertisers would purchase in advance in order to secure the targeted impressions. In such a situation, the model gives out high guaranteed prices and allocates more impressions to guaranteed contracts. While the expected penalty $\omega \kappa$ has less effect on price, the larger $\omega \kappa$ the higher $p(\tau)$. It is worth noting that $\omega$ and $\kappa$ are considered as given parameters in this paper because: (i) $\kappa$ can be set by negotiation between publisher and advertiser; (ii) $\omega$ can be estimated and updated once the PG system runs for a certain period $2\omega$ can be approximated by the percentage of guaranteed impressions that the publisher fails to deliver.
of time. In this paper, we set $\omega = 0.05$, $\kappa = 1$. With less and less supplied impressions to sell on the market, the price $p(\tau)$ increases. The total length of time period to sell guaranteed contracts positively affects the guaranteed price, the longer $T$, the higher the $p(\tau)$.

4. EXPERIMENTAL EVALUATION

We describe our datasets in Section 4.1, investigate the RTB campaigns in Sections 4.2-4.3, discuss the estimation of model parameters in Sections 4.4-4.5, and evaluate the performance of revenue maximization in Section 4.6.

4.1 Datasets

We use two different RTB datasets: one from a medium-sized SSP in the UK and the other from a DSP in China. Table 2 shows a brief summary of these two datasets. The SSP dataset is used throughout the whole experiments while the DSP dataset is used for further exploring advertisers’ strategies in RTB. In these two datasets, all the bids are expressed as cost per mille (CPM), i.e., the measurement corresponds to the value of 1000 impressions.

Table 3 illustrates our experimental design, where the SSP dataset is divided into one training set, one development set and one test set. In the training set, we investigate RTB campaigns and estimate model parameters. In the development set, we use the discussed model to allocate and price the impressions that are created on 14/02/2013. Guaranteed contracts are sold over the period from 08/01/2013 to 13/02/2013 and the rest impressions are auctioned off on the delivery date 14/02/2013. In the development set, we simulate the transactions of guaranteed contracts and calculate the remaining campaigns of RTB on 14/02/2013. The test set contains the actual bids and winning payment prices of 14/02/2013, which is used to evaluate the revenue maximization performance. Note that time periods of training and development sets can be different. For example, the development period can be a few days/weeks later than the training period. However, this requires a number of forecasting methods to estimate all the model parameters (features). As our primary intention here is not to discuss better forecasting methods, we choose a learning period that is close to the impression delivery date so that the learned parameters are more accurate for the evaluation purpose.

4.2 Bidding Behaviors

We first examine if selling guaranteed impressions in advance can be a viable way to segment advertisers according to their bids, and then discuss how much of revenue growth can be expected.

Let us first look at advertisers behaviors in RTB. From the SSP dataset, we find that advertisers mainly join auctions in the morning from 6am to 10am. It is the time period that supplied impressions arrive peak. We also find that the winning advertisers’ final payments are much less than their bids. Figure 3 gives some descriptive statistics about this finding across all 31 ad slots. We simply divide the winning advertisers into two groups. The first group contains those who always offer a fixed bid; the second group contains those who frequently change their bids. Figure 3 shows that more winning advertisers adopt the non-fixed price bidding in RTB. They intend to offer higher bids on each impression, endure more variance in payment prices due to the second
price auction, and obtain more impressions. The second price auction in RTB provides an opportunity for making more revenue by selling impressions in advance: 1) a risk-averse advertiser is willing to buy in advance to lock in the price; 2) the publisher would be able to increase the price for the guaranteed contracts by charging advertisers their private valuations rather than the second price bids. The question is how big the difference between the top bids and actually payments (the second price). Table 4 shows that the publisher can expect 100% increase in revenue because the ratio of actual payment price to winning bid is about 50%.

We further examine the DSP dataset, and find all 4 advertisers use the fixed price strategy in their bidding. This might be because the DSP itself adopts the fixed price strategy for these 4 advertisers. While the DSP dataset itself is biased, we can still take a look at the average volatility of the advertisers’ payment prices and the average ratio of payment price to winning bid. In the DSP dataset, we see an advertiser actually bids for an user tag instead of a specific ad slot. Each user tag contains a set of ad slots that have similar features and can allow the advertiser to target a certain group of online users. In short, RTB is the user targeting bidding. Consider in an user tag the advertiser’s bids are not well distributed among ad slots, we only investigate the ad slots where the advertiser wins more than 1000 impressions. Table 5 confirms our earlier statement from a buy side perspective. Even using the fixed price bidding strategy, advertisers’ payment prices are volatile (more than 50% from each impression). In fact, these advertisers can afford more to reduce the risk because the current payment prices are much lower than their private valuations (around 30% across 4 advertisers).

### 4.3 Supply and Demand

Figure 4 shows some descriptive statistics about supply and demand of all 31 ad slots from the SSP dataset in the training set. The ad slots have the same daily supply levels as well as their upper and lower bounds. However, the levels of daily demand are significantly different: AdSlot25, AdSlot27, AdSlot29 and AdSlot31 are in higher demand than others, about 9 bidders per impression while the rest ad s-

![Figure 4: The overview of daily supply and demand of ad slots in the SSP dataset in the training period: $S$ is the number of total supplied impressions; $Q$ is the number of total demand impressions; $\xi$ is the per impression demand (i.e., the number of advertisers who bid for an impression).](image-url)

![Figure 5: The hierarchical cluster tree of ad slots in the SSP dataset where the cluster metric is average distance in the per impression demand $\xi$.](image-url)
Table 6: Summary of bids distribution tests, where the numbers in the Kolmogorov-Smirnov (K-S) and Jarque-Bera (J-B) tests represent the percentage of tested auctions that have lognormal bids.

<table>
<thead>
<tr>
<th>Group of ad slots</th>
<th># of auctions</th>
<th>K-S test</th>
<th>J-B test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low competition</td>
<td>286</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
<tr>
<td>High competition</td>
<td>17502</td>
<td>0.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Table 7: Comparison of estimations between the empirical distribution and the actual bids: \( \phi(\xi) \) is the expected payment price; \( \psi(\xi) \) is the standard deviation of payment prices; \( \pi(\xi) \) is the expected winning bid; and the per impression demand \( \xi = Q/S \).

<table>
<thead>
<tr>
<th>Group of ad slots</th>
<th>Difference in ( \phi(\xi) )</th>
<th>Difference in ( \psi(\xi) )</th>
<th>Difference in ( \pi(\xi) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low competition</td>
<td>11.35%</td>
<td>61.14%</td>
<td>23.13%</td>
</tr>
<tr>
<td>High competition</td>
<td>6.23%</td>
<td>11.25%</td>
<td>12.22%</td>
</tr>
</tbody>
</table>

\( \pi(\xi) \) are obtained numerically in the similar manner. In our experiments, we allow 10% span of smoothing. As shown in Figure 6, \( \phi(\xi) \) and \( \pi(\xi) \) are increasing with \( \xi \) while \( \psi(\xi) \) shows a quadratic pattern on \( \xi \). Once \( \xi \) is given, we can calculate the value of the terminal condition \( p(0) \) by Eq. (2). Figure 6 also confirms our earlier statement on \( \lambda \). Advertisers are not risk-averse if \( \lambda = 0 \); and they are risk-sensitive for a large \( \lambda \). In our experiments, we set \( \lambda = 1 \).

Table 7 examines the forecast performance of empirical method and compares the estimated values of \( \phi(\xi) \), \( \psi(\xi) \), \( \pi(\xi) \) to the results of actual bids in the test set. The estimations of \( \phi(\xi) \) and \( \pi(\xi) \) are much better accurate than that of \( \psi(\xi) \). We find that the weak estimations of \( \psi(\xi) \) mainly come from AdSlot24, AdSlot26, AdSlot28 and AdSlot30. Their average per impression demand (in both learning and test sets) are around 1.3. As also shown in Figure 6, the lower \( \xi \) the larger \( \psi(\xi) \). Therefore, for the ad slots with a very low level of competition, we set \( p(0) = \pi(\xi) \).

4.5 Demand for Guaranteed Impressions

The advertisers’ purchase behavior of guaranteed impressions is modeled by parameters \( \alpha, \beta, \zeta, \eta \) as well as be restricted by the expected risk-aversion cost \( \phi(\xi) + \lambda \psi(\xi) \). Here we discuss how to learn the values of \( \alpha \) and \( \zeta \).

If we only consider the price effect, we can create the function \( c(p) = e^{-\alpha p} \) from Eq. (4) to represent the probability that an advertiser would like to buy an impression at price \( p \) when \( \tau = 0 \). In RTB, this probability can be learned from the data by investigating the inverse cumulative distribution function (CDF) of all bids, denoted by \( z(x) = 1 - F(x) \). For a same domain space of \( p \) and \( x \), we can have two series of probabilities \( c(p) \) and \( z(x) \). Therefore, \( \alpha \) can be calibrated as the value that gives the smallest root mean square error (RMSE) between \( c(p) \) and \( z(x) \). Figure 7 illustrates an empirical example of this calibration graphically for AdSlot25 where the estimated \( \alpha = 1.72 \).

The values of \( \zeta \) can also be calibrated from data. Consider a small time step \( d\tau \), then we have the following inequality

\[
e^{-\alpha (p(14.9+\zeta \xi) - \eta \xi d\tau)} \leq Q \times (1 - F(\{x > = p\})). \tag{15}
\]

If \( d\tau = 1 \), then we can have \( \zeta = 2 \times (1 - F(\{x > = p\}))/e^{-\alpha p} \).

It is difficult to learn the values of parameters \( \beta \) and \( \eta \) given our current datasets. The two parameters represent the time effect on advertiser’s buy behavior of guaranteed impressions. Here we simply adopt the initial parameter settings used in the flight tickets booking system [1, 22] and set \( \beta = 0.2 \). These two parameters can be then updated if the PG system runs for a certain period of time. By having

the values of all the model parameters, we can construct the demand surface for a certain range of price series. Figure 8 presents a demand surface that satisfies A-1 and A-2. It is convex in the guaranteed price and in the time interval between the purchase time and the delivery date.

4.6 Revenue Analysis

We first present two empirical examples to illustrate how the developed model works with different levels of competition and then provide the overview results.

Figure 9 shows an example of a less competitive market. The learned average per impression demand on AdSlot14 is about 3.39 (in the test set the actual \( \xi = 6.21 \)). In such a market, advertisers would be less willing to purchase future impressions in advance because they think they can obtain the targeted impressions at lower payment prices. The model only allocates 42.40% of future impressions to the guaranteed contracts. In the meantime, the calculated guaranteed prices are not expensive. The prices start with a value lower than the expected payment price from RTB and steadily increases into the level that is close to the maximum value of advertisers’ bids. In Figure 9, we find that our forecasting values are close to the actual campaigns because the estimated RTB revenue B-II is almost as same as the actual RTB revenue B-III. Therefore, the estimated advertisers’ demand for guaranteed impressions arrives as similar as the actual daily demand (see Figure 9(b) & (c)). We also test the guaranteed selling with the actual bids in the test set and find that the calculated revenue R-II is still higher than actual second-price RTB revenue B-II. This shows that the developed model successfully segments advertisers.

Figure 10 describes an example of a competitive market, where the learned average per impression demand for AdSlot27 is 9.63 (in the test set the actual \( \xi = 11.61 \)). More advertisers would be willing to purchase guaranteed impressions in advance because of the increased level of competition and risk. The model finally allocates 66% future impressions to the guaranteed contracts and suggests higher prices at the beginning of guaranteed selling. The estimated total revenue is maximized (i.e., R-II > B-II), the optimal revenue calculated by the actual bids is more than the actual second-price RTB revenue (i.e., R-II > B-II).
The overall results are presented in Table 9. The revenues calculated based on the estimated demand are always maximized. If we use the actual bids to calculate the demand at the given guaranteed prices, we can also have increased revenues (compared to the actual second-price auction market). The results successfully validate the developed model and we find the model performs better in a high competitive environment. This is because the publisher’s revenue is actually maximized by the price discrimination, and in a competitive market there are more risk-averse advertisers to segment. With more and more risk-averse advertisers buying the guaranteed impressions, the increased total revenue will approximate advertisers’ private evaluations.

5. CONCLUDING REMARKS
We investigate a revenue maximization model for a publisher (or SSP) who engages in RTB to provide guaranteed delivery of display impressions. We not only design the mechanism tailored to RTB but also explore its feasibility and performance by mining the real datasets. Our experimental evaluation successfully develops the developed model as the publisher receives increased revenues. This work opens several directions for future research. First, we can further consider stochastic supply and demand. Second, a parametric updating framework for multi-period pricing and allocation would be of interest.
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